1 Introduction

Muscle fatigue is defined as a decrease in the force generating capacity of a muscle or muscle group after activity [1–3]. Due to the complexities in human muscular and physiological systems, deriving first principles models of muscle fatigue accumulation is a very complex problem. Therefore, numerous studies have focused on methods of tracking and predicting muscle fatigue accumulation. Tracking systemic (i.e., global) fatigue or local muscle fatigue requires invasive and/or impractical procedures that may not be realizable outside the laboratory. A few fatigue tracking methods that require invasive procedures and/or cumbersome sensing can be found in Refs. [4–6]. Several physiological fatigue markers can be obtained from oxygen consumption, onset of blood lactate, and electromyography (EMG) [5,6]. EMG has played a pivotal role as an indicator of local muscle fatigue and has been used in many tracking methodologies [2,4,7–10].

The use of surface EMG has been explored extensively in trying to quantify changes in muscle function in fatigue [11]. Fatigue is a combination of both central and peripheral processes [3]. At the peripheral level, there is a loss of force generating capacity of individual motor units [12]. To maintain force, the central nervous system can increase its drive to the muscles. This causes already active motor units to fire more frequently and causes larger motor units to be recruited. This leads to an increased sense of effort [3]. As fatigue progresses, the number of active motor units decreases, the muscle fiber conduction velocity decreases [13], the motor units fire more slowly [1], and the motor units become more synchronized [14]. These changes lead to decreases in the mean frequency (MNF) or the median frequency (MDF) of the EMG signal [1] and eventually to task failure [15]. To this extent, mean and median frequencies have served as good indicators of local muscle fatigue. Torvik et al. [4] examined several predictive measures (data mining, neural networks, and nearest-neighbor approaches) to try to track muscle fatigue through EMG. Also, “short-time” Fourier transform methods have been developed [9] and subsequently validated [7,8], which can track slowly varying changes in muscle fatigue across multiple dynamic contractions.

The concept of phase space warping (PSW) [16]—describing deformation in the phase space due to drifts in a dynamical system’s parameters—was first used in the field of biomechanics by Dingwell et al. [17]. In particular, the slowly varying inclination angle of a treadmill was extracted using only kinematic time series for ten subjects walking at their preferred steady speed. Smooth orthogonal decomposition (SOD) was originally applied to multivariate PSW features to extract deterministic (smooth) trends from noisy PSW feature space [18]. EMG can be viewed as an extension of proper orthogonal decomposition (POD) [19], where not only spatial (i.e., statistical) but also temporal (i.e., dynamical) characteristics of the data are considered. In particular, SOD identifies coordinates that have both minimal temporal roughness and maximal spatial variance [19]. Further application of the PSW and SOD methodologies to stationary cyclists showed that fatigue information present in the standard EMG analysis was
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also fully represented in the SOD coordinates extracted from the PSW features of cycling kinematics [20].

The SOD coordinates of kinematic PSW features can also adequately track an average oxygen consumption rate \( \dot{V}_O \) in load carrying soldiers, as shown in Refs. [21,22]. Furthermore, these same coordinates also reconstruct muscle fatigue as indicated by EMG-based markers in both the load carrying soldiers [23] and the sawing subjects [22]. In these studies, it was found that approximately 10–15 coordinates or 10- to 15-dimensional manifolds are needed to reconstruct both local and global fatigue dynamics. However, lower-dimensional reconstructions of fatigue dynamics are still desired.

The work presented here is a natural extension of the PSW and linear SOD-based methodologies for reconstructing physiological fatigue dynamics from noninvasive biomechanical variables. The objective of this study was to further reduce the number of dimensions needed to reconstruct the fatigue dynamics. This was accomplished by three modifications to the PSW/SOD methodology: (1) A new weighting function was used for the PSW feature estimation, (2) SOD was applied to the nonlinear (i.e., polynomial) expansion of the original SOD coordinates, and (3) an ad hoc F test was used to statistically determine the number of SOD coordinates needed to reconstruct muscle fatigue. The modified methodology was tested on new experimental data of biomechanical (kinematic) variables, which were collected from subjects performing a sawing motion in a restrained position until voluntary exhaustion. Nonlinear SOD (NSOD) coordinates of PSW features were compared against independently measured fatigue markers (i.e., mean and median EMG spectrum frequencies of individual muscle groups).

2 Muscle Fatigue Identification Procedure

Similar to material damage in Refs. [16,17,24], muscle fatigue is viewed evolving in a hierarchical dynamical system where slow-time fatigue and fast-time motion dynamics are coupled through parameters of a fast-time subsystem,

\[
x = f(x, \mu(\phi), t), \quad \dot{\phi} = eG(\phi, x), \quad y = h(x)
\]

where \( x \in \mathbb{R}^n \) is a fast-time dynamic variable describing sawing kinematics (directly observable), \( \phi \in \mathbb{R}^m \) is a slow-time dynamic variable describing muscle fatigue evolution (assumed hidden), which alters a parameter vector \( \mu \) in the fast-time system, \( t \) is time, and \( e \) is a small positive rate constant describing time scale separation. A scalar measurement function \( h \) generating a scalar time series \( y \) is based on the fast-time variable, \( x \).

2.1 Short-Time PSW-Based Features. The concept of PSW refers to deformations in the fast-time phase space trajectories due to underlying slow-time parameter drifts. Fast-time phase space trajectories are reconstructed from the scalar time series \( \{y(i)\}_{i=1}^{N_0} \in \mathbb{R}^d \) using delay coordinate embedding [25]. A \( d \)-dimensional state vector representing the reconstructed phase space is given by

\[
y(i) = [y(i), y_{i-1}, \ldots, y_{i-(d-1)}]^T
\]

where \( T \) represents matrix transpose, \( d \) is a sufficient embedding dimension, and \( \tau \) is a delay time. The embedding dimension is usually estimated by the method of false nearest neighbors [26], and the discrete time delay is estimated as the first local minimum of the average mutual information [27]. The reconstructed time series are split into \( N_s \) data records where the first data record is our reference data reflecting an unfatigued state.

It is assumed that the evolution of a point in the reconstructed phase space is governed by an unknown deterministic map, \( P: \mathbb{R}^d \rightarrow \mathbb{R}^d \),

\[
y(i + 1) = P(y(i); \phi)
\]

A simple PSW tracking function that describes the deformation of a trajectory for a point \( y(i) \) in the reconstructed phase space is

\[
e(y(i); \phi) = P(y(i); \phi) - P(y(i); \phi_k)
\]

where \( \phi_k \) is the reference (unfatigued) state of the fatigue variable and \( \phi \) is the current (fatigued) state. We can rewrite Eq. (4) using Eq. (3) as

\[
e(y(i); \phi) = y(i + 1) - P(y(i); \phi_k)
\]

since the value of \( y(i + 1) = P(y(i); \phi) \) is known from the current phase space reconstruction. Usually, there is no exact image of \( y(i) \) or of its corresponding future state—in the reference reconstructed phase space; however, the map \( y(i+1; \phi_k) = P(y(i); \phi_k) \) can be approximated by a reference local linear model. The estimation details of this model can be found in Refs. [16,17,24], so we only state the final result. In particular, the local linear model

\[
F(i; \phi_k) = A_{s,i} y(i) + b_i
\]

is estimated for each point \( y(i) \) by finding its \( \mathcal{Y}_i = \{y(i + 1; \phi_k)\}_{i=1}^{N_s} \) nearest neighbors in the reference data set and their images, \( \mathcal{Y}_{i+1} = \{y(i + 1 + 1; \phi_k)\}_{i=1}^{N_s} \), one time step later. The local linear model parameter matrix \( A_{s,i} \in \mathbb{R}^{d \times d} \) and a parameter vector \( b_i \in \mathbb{R}^d \) are estimated from the reference set of points \( \mathcal{Y}_i \) and \( \mathcal{Y}_{i+1} \) in the least-squares sense. Thus, the tracking function is estimated using this single-time-step reference model prediction (STRMP) error,

\[
\tilde{e}(y(i); \phi) = y(i + 1) - A_{s,i} y(i) - b_i
\]

Since the drifts in the fast-time subsystem parameters alter the dynamics, the probability distribution of points in each data record will also be different. In addition, the accuracy of the local linear model will change as a function of the probability density in the reference data record—i.e., more densely populated regions will produce better and more accurate models. To overcome some of these pitfalls, the reference data record is partitioned into \( N_d \) disjoint hypercubes \( \{B_{i,j}\}_{j=1}^{N_d} \) that contain approximately the same number of reference data points. Then, a weighted average STRMP error is estimated in each of these hypercubes,

\[
e(\phi) = \frac{\sum_{y \in B_i} w(y)\|\tilde{e}(y; \phi)\|}{\sum_{y \in B_i} w(y)}
\]

where the weight function \( w = w(y; \phi_k) \) accounts for the uncertainty of reference local linear models used in the estimation and is explained below. Now, for each data record \( j = 1, \ldots, N_s \), these averaged errors are assembled into an \( N_s \)-dimensional feature vector,

\[
e_j = [e_1(\phi), e_2(\phi), \ldots, e_{N_s}(\phi)]
\]

The estimated feature vectors \( e_j \) are then calculated for all \( N_s \) data records and row-wise concatenated (in time sequence) into a vector-valued time series,

\[
Y = [e_1, e_2, \ldots, e_{N_s}]
\]

where \( Y \in \mathbb{R}^{N_s \times N_s} \). We assume that the slow-time fatigue information is embedded in this feature space points estimated from only the measured fast-time dynamic variable.

2.1.1 Weighting Function for the STRMP Error. The probability density of points in the reference phase space will generally vary spatially. This is especially true for a nominally chaotic reference state, where the density function is generally fractal. As mentioned above, the accuracy of reference local linear models will be a function of this density—denser regions will have more accurate models. Thus, the accuracy of the STRMP error estimates \( \tilde{e}(y; \phi) \) will also be a function of the reference probability density near each point. The weight function \( w(y) \) in Eq. (8) is used to mitigate this source of noise. In this paper, a cloud of reference points \( \mathcal{Y}_{i+1} \) (as used in estimating the corresponding
reference local linear model) is used to determine appropriate weighting. In the weighting, we account for three factors contributing to the accuracy of prediction: (1) the relative size of a cloud of reference nearest neighbors \( \mathcal{Y}^{s+1} \), (2) the shape of this cloud, and (3) its orientation with respect to the STRMP error. These three factors are determined using singular value decomposition of the matrix containing all the points in \( \mathcal{Y}^{s+1} \) (with mean subtracted from each coordinate). The resulting weighting function is given as

\[
w(y) = e^{-r_i(y)(\sin \theta(y))^{1-r_i(y)}}
\]

(11)

where

\[
r_i(y) = \frac{\sigma_i(y)}{\sigma_r(y)} \quad r_i(y) = \frac{\sigma_i(y)}{\| q_i(y; \phi) \|} \quad \theta(y) = \phi(y) \quad (s_i(y), \phi(y))
\]

(12)

and for \( y = y(i) \) point, \( \sigma_i(y) \) and \( \sigma_r(y) \) are the first two largest singular values of the corresponding cloud of reference points \( \mathcal{Y}_{s+1} \), and \( s_i(y) \) is the singular vector corresponding to the largest singular value. Using Eq. (11) in Eq. (8), in addition to the size of a cloud \( \mathcal{Y}_{s+1} \), we account both for the degree of elongation of the cloud and the alignment of that elongation along the corresponding STRMP error. Thus, in Eq. (8), we weight heavier STRMP errors that have the smallest spread of the cloud along their direction. It was found that this weighting provided noticeable improvement over the uniform weighting used previously. These results will be published separately and are not included here for brevity.

### 3 Smooth Orthogonal Decomposition

As mentioned before, SOD can be viewed as an extension of POD, where not only spatial (i.e., statistical) but also temporal (i.e., dynamical) characteristics of the data are considered [19]. We assume that muscle fatigue is a deterministic process evolving smoothly in time. It is hypothesized that if the multivariate PSW feature time series \( Y \) contain information about this fatigue, SOD should be able to extract smooth coordinates that correlate with it.

In general, SOD is determined by solving the following generalized eigenvalue problem:

\[
\Sigma_Y \vec{q}_i = \lambda_i \Sigma_{DY} \vec{q}_i
\]

(13)

where

\[
\Sigma_Y = \frac{1}{N-1} Y^T Y \quad \text{and} \quad \Sigma_{DY} = \frac{1}{N-1} Y^T D Y
\]

(14)

are auto-covariance matrices of \( Y \) and \( D Y \), where \( D \) is some discrete differential operator (e.g., based on forward difference) and superscript \( T \) represents a matrix transpose. In practice, Eq. (13) is solved using generalized singular value decomposition of the matrix pair \( Y \) and \( D Y \). \( \lambda_i \) are generalized eigenvalues or smooth orthogonal values (SOVs) and \( \vec{q}_i \) are the generalized eigenvectors or smooth projection modes (SPMs). By projecting our matrix \( Y \) onto the SPMs, we obtain smooth orthogonal coordinates (SOCs),

\[
\vec{q}_i = Y \vec{\psi}_i
\]

(15)

whose smoothness is described by the magnitude of the corresponding SOVs. The greater the magnitude of the SOV, the smoother in time is its corresponding SOC.

#### 3.1 Nonlinear Extension of Smooth Orthogonal Decomposition

The nonlinear extension refers to the inclusion of nonlinear combinations of the original features in the SOD analysis. In this paper, to limit the unnecessary expansion of the nonlinear feature space, the second- and third-order NSODs are considered using polynomial expansions of only the dominant SOCs—Eq. (15), \( \{ \vec{q}_{i(0)}^{p} \} \). Dominant \( p \) SOCs are identified during the original linear SOD analysis by the dominant SOVs. A new vector-valued time series representing the second-order Taylor series expansion of the linear SOCs is obtained,

\[
y^{(2)} = \left[ \vec{q}_{1(0)}^{p}, \ldots, \vec{q}_{p(0)}^{p}, \vec{q}_{1}, \ldots, \vec{q}_{1(0)}^{p}, \vec{q}_{1}, \ldots, \vec{q}_{1(0)}^{p}, \vec{q}_{2}, \ldots, \vec{q}_{2(0)}^{p}, \vec{q}_{2}, \ldots, \vec{q}_{2(0)}^{p}, \ldots, \vec{q}_{p}, \ldots, \vec{q}_{p(0)}^{p}, \vec{q}_{p}, \ldots, \vec{q}_{p(0)}^{p} \right]
\]

(16)

where \( \cdot \) indicates term-by-term multiplication of the arrays. Similarly, the cubic expansion is obtained as

\[
y^{(3)} = \left[ y^{(2)} \cdot \vec{q}_{1(0)}^{p}, \ldots, \vec{q}_{p(0)}^{p}, \vec{q}_{1}, \ldots, \vec{q}_{1(0)}^{p}, \vec{q}_{1}, \ldots, \vec{q}_{1(0)}^{p}, \vec{q}_{2}, \ldots, \vec{q}_{2(0)}^{p}, \vec{q}_{2}, \ldots, \vec{q}_{2(0)}^{p}, \ldots, \vec{q}_{p}, \ldots, \vec{q}_{p(0)}^{p}, \vec{q}_{p}, \ldots, \vec{q}_{p(0)}^{p} \right]
\]

(17)

Nonlinear SOCs (NSOCs) \( \vec{q}_{i(0)}^{p} \) can now be obtained by linear SOD of this new multivariate time series in Eq. (17) or through generalized singular value decomposition of the corresponding matrices \( Y^{(o)} \) and \( D Y^{(o)} \), where \( o = 2 \) or 3.

### 4 Experimental Design and Data Analysis

Ten healthy right-handed subjects (six male and four female) participated (Table 1). All participants signed institutionally approved consent forms and were screened to ensure that no subject had a history of medications, surgeries, injuries, or illnesses that might have affected their upper extremity joint movements. Subjects sat in an adjustable chair with seatbelts to help them maintain a constant posture. They then pulled a weight back and forth along a low friction horizontal track in time with a metronome (≈1 Hz, the exact frequency for each subject was determined based on their own estimated body mass) until voluntary exhaustion (refer to Ref. [28] for additional details). Kinematic and EMG data were collected continuously throughout the trial. To ensure that the task resistance was comparable across subjects, each subject’s maximum pushing/pulling force was measured using a second custom handle attached to a Baseline dynamometer that was rigidly mounted on a table. Subjects alternately pushed and then pulled on this rigidly fixed handle with maximal effort three times.
for 5 s each time, with at least 60 s of rest in between each attempt. The average of these six peak forces applied during each maximal effort defined the subject’s maximum isometric pushing/pulling strength (MPS). This was used to set a target resistance of 15% MPS for each task. This percent was chosen from pilot testing to achieve complete fatigue in approximately 15–20 min for most subjects. Due to equipment limitations, if the subject was not fatigued after 45 min, they were excluded from the study.

4.1 Kinematic Data Capturing. Nineteen reflective markers were placed on the arm and trunk to define the movements of four body segments. Markers were placed on the trunk at the right and left acromium processes and sternal notch. Clusters of four markers were placed on the upper and lower arms to define the segments. The hand was defined by four markers at the ulnar epi-

ers were placed on the upper and lower arms to define the seg-

ments. The hand was defined by four markers at the ulnar epi-


condyles of the wrist and third and fifth metacarpal-phalangeal

joints. Additional markers were placed on the medial and lateral humeral epicondyles for a static calibration trial. One additional marker was placed on the top of the handle to define the beginning and end of each cycle. The three-dimensional move-

ments of these markers were recorded continuously during all trials at 60 Hz using an eight-camera Vicon-612 motion analysis

system (Oxford Metrics, Oxford, UK). Marker data were filtered using a fifth-order Butterworth filter with a cutoff frequency of 15 Hz. Segment coordinate systems were calculated based on the marker positions with a least-squares algorithm [29]. The joint centers at each instant in time were then calculated based on the position of the joint markers during the static trial (Schmidt et al. [30]). Local coordinate systems were then defined using the International Society of Biomechanics’ (ISB) recommendations for the humerus and forearm [31] and a modified coordinate system for the trunk [32] and wrist [33]. The three-dimensional movements of the right arm were determined using Euler rotations in accord-

ance with ISB recommendations [31]. Three sets of angles were measured from the shoulder (humeral plane, elevation, and rota-

tion), elbow (flexion/extension, pronation/supination, and carrying angle, essentially zero), and wrist (flexion/extension, ulnar/radial deviation, and pronation/supination).

4.2 EMG Data Capturing. Nine preamplified EMG surface electrodes (Delsys Inc., Boston, MA) were attached to the right arm and torso to record activity in nine muscles: flexor carpi radialis, extensor carpi radialis longus, biceps, triceps (lateral head), deltoid (anterior, lateral, and posterior), middle trapezius, and pectoralis major. Electrodes were positioned over each muscle according to accepted recommendations [34]. EMG signals were recorded at 1080 Hz using a Delsys Bagnoli-8 system integrated with the Vicon-612 system. Data were filtered to a bandwidth between 20 Hz and 450 Hz. From here, MNF and MDF were calculated from the EMG power spectrum. MNF and MDF cannot be calculated straight from the unfiltered time series (as shown in Fig. 1). EMG goes through cycles of accumulation and relief. The entire time series is considered nonstationary over these regions of accumulation and relief [34]. Time points defining the beginning, middle, and end of each cycle, as determined from the marker data, were used to split each EMG signal into the push and pull strokes. Mean and median power frequencies (MNF and MDF) of the EMG signals were used to indicate muscle fatigue [2]. The MNF and MDF for each stroke (either push or pull) were computed from the power spectrum of the signal using Welch’s method (MATLAB, Mathworks, Natick, MA). The MNF and MDF for each complete movement cycle (push plus pull) were calculated as the average of the MNFs and MDFs for the push and pull strokes [9]. It has been shown that as a muscle fatigues, the bandwidth of the EMG spectrum tends toward lower frequencies [10]. To this end, fatigued muscles should show a decrease in the mean and/or median frequency of the power spectrum.

5 Results

Out of ten subjects, three subjects (numbers 1, 4, and 5) were not included in the results presented here. This decision was based on two criteria: (1) if the middle and anterior deltoid muscles did not show a decrease of at least 20% from the percentage of the initial value in the mean frequency spectrum and (2) if there was a limited dynamical structure in the kinematics when plotting with the time delay. For a kinematic analysis, particulars about the data processing will be described for the elbow flexion/extension angle of subject 6, which showed middle of the line results. The time delay and embedding dimension were found to be 21 and 3, respectively. The kinematic time series had 53,442 points, and the EMG had 961,953 points. The reference phase space was split into 32 hyperboxes, and the local linear model was based on 16 nearest neighbors in the reference data.

Figure 1 shows the raw EMG data for subject 6. Since the EMG is nonstationary across multiple cycles of accumulation and relief, the EMG time series must be preprocessed first just like in Ref. [28]. The EMG time series was split into regions of one complete stroke. Across this complete cycle of push and pull, the time series is assumed to be stationary. Figure 2 depicts the new time series for both MNF (blue line) and MDF (red line) with 966 complete
cycles (points). Figure 3 shows the final averaged MDF and MNF curves whose length (60 points) matches the length of SOCs calculated for this particular subject.

SOVs of kinematic PSW features can be seen in left plots of Fig. 4 for elbow flexion/extension (top plots), humeral plane angle (middle plots), and humeral elevation angle (bottom plots). In all three plots, on average, only two SOVs are observed to be distinctly separated from the rest in the linear SOD analysis. However, some additional slow-time information could leak into higher-order linear modes. Therefore, five linear SOCs were used in the NSOD analysis for both quadratic and cubic expansions. This reduction in linear modes used was necessitated by the dramatic growth of the total number of nonlinear modes with the increase in the basis linear mode numbers. The number of linear modes retained was consistent across all angles and subjects for the NSOD analysis.

Figure 4 depicts results from both linear and nonlinear (quadratic and cubic expansions) SOD analyses of the elbow flexion/extension, humeral plane angle, and humeral elevation angle PSW features. Only the first 15 SOVs are shown in Fig. 4 with the corresponding four most dominant smooth coordinates (SOCs). From SOV plots, it is clear that the nonlinear analysis provides SOVs that are greater in magnitude than their linear counterparts, cubic SOVs being the largest. This can also be seen in the corresponding smooth coordinates, where the nonlinear coordinates in all three figures are smoother than the corresponding linear coordinates, cubic coordinates showing considerably smoother trends. Referring to Fig. 4, there is a clear separation between the first one or two dominant SOVs and the point where the values start falling off to the noise floor (indicating high frequency contamination). This is clearly seen in the corresponding smooth coordinates also: As the SOC index increases, more high frequency content is present.

The coefficient of determination, $R^2$, values are used to determine how well SOC-based fits match the actual EMG-based fatigue markers. For each set of SOCs, monotonically increasing number of SOCs are projected onto MNF and MDF trends in the
least-squares sense. An ad hoc F-test \((p < 0.05)\) is used to tell how many SOCs are required to adequately describe the local muscle fatigue EMG trends. If the projections track the EMG well, meaning an \(R^2\) value is close to 1, then there is a one-to-one map from the corresponding SOC space to the particular EMG space.

Figure 5 depicts the between subject variability in \(R^2\) values of the SOC fits. Across all subjects and muscles, it is evident that the NSOD-based fits have consistently higher \(R^2\) values compared with the linear SOD results, with cubic SOD fits showing the largest \(R^2\) values. In addition, cubic coordinates also show a significant decrease in the variability of the quality of fits across all subjects. The most significant improvement in the quality of fit is seen in the humeral plane angle. For this angle, linear SOD fits need, on average, 15 SOCs to adequately track the local EMG trends. Using the NSOD analysis, this number of required SOCs is significantly reduced to just three to five coordinates for the quadratic and just three for the cubic. Similar improvements are observed for every angle. The best case scenario is that for the humeral elevation angle, only two nonlinear coordinates are needed to track the triceps muscle.
Fig. 5 Between subject variability in $R^2$ values for MNF trends for linear (red ○), quadratic (blue ⌋), and cubic (green ○) SOCs. Error bars represent one standard deviation from the mean of $R^2$. Elbow flexion/extension angle (top two rows), humeral plane angle (middle plots), and humeral elevation angle (bottom plots). Values on top of each plot indicate the number of SOCs needed to adequately track EMG trends.
Fig. 6  Linear combinations of basic (thick red line), quadratic (dotted blue line), and cubic (thin green line) SOCs projections onto MNF (dashed black line) markers in a least squares sense for subject 6: (top plots) elbow flexion/extension angle (middle plots) humeral plane angle, and (bottom plots) humeral elevation angle.
The corresponding projections of both linear and nonlinear SOCs onto the local EMG trends are shown to illustrate how well SOC fits match the actual EMG trends (Fig. 6). The number of SOCs in each projection is taken from the values indicated on the top of Figs. 5 and 6. The first thing to notice is how much smoother the nonlinear tracking is compared with the linear one in almost all cases, with cubic SOC fits being smoothest. Again, this relates to the improved degree of smoothness exhibited by the nonlinear SOCs. Also, we can see that the nonlinear fits more closely track the actual EMG trend while needing fewer coordinates.

6 Discussion

Plots in Fig. 4 show both linear and nonlinear SOD analyses of kinematic PSW features. Across all three kinematic angles displayed, increases in the order of SOD correspond to the increases in SOV magnitude and decreases in the local fluctuations of the corresponding SOCs. Since EMG-based muscle fatigue markers (Fig. 3) exhibit a generally slow variation in time, smoothest kinematic SOCs are expected to capture this information in a lower-dimensional manifold, which was confirmed by analyzing the corresponding fits, as indicated in Fig. 5.

Figure 5 shows between-subject variability in $R^2$ values for the SOC-based fits to the EMG markers. Two important aspects of Fig. 5 give further validity to the nonlinear SOCs, providing more optimal coordinates to describe fatigue dynamics. First, $R^2$ values from nonlinear SOCs are larger for all three kinematic angles and muscle groups, cubic being the largest. This is an indication that for the same number of coordinates, nonlinear SOCs provide better approximation to EMG-based trends. Even if the number of linear SOCs is increased substantially, NSOD-based fits are still better. Second, there is a drastic decrease in the amount of SOCs that are needed to adequately track the EMG-based trends with the increases in the order of SOD. The elbow flexion/extension and humeral elevation angles show the smallest improvement, whereas the humeral plane angle shows the greatest improvement.

The improvements in the humeral plane angle goes from needing around 15 SOCs for adequate tracking to 4 quadratic and 3 cubic SOCs, or the dimensionality of tracking SOC manifold decreases by one order of magnitude. In the triceps muscle, elbow flexion/extension and humeral plane angles only need three nonlinear SOCs, and the humeral elevation angle needs two nonlinear SOCs. This means that for elbow flexion/extension and humeral plane angles we can represent the EMG by a three-dimensional manifold, and only a two-dimensional manifold is needed for the elbow flexion/extension and humeral plain angles we can represent the EMG by a three-dimensional manifold, and only a two-dimensional manifold is needed for the elbow flexion/extension and humeral plain angles. This means that for elbow flexion/extension and humeral plain angles we can represent the EMG by a three-dimensional manifold, and only a two-dimensional manifold is needed for the elbow flexion/extension and humeral plain angles. This means that for elbow flexion/extension and humeral plain angles we can represent the EMG by a three-dimensional manifold, and only a two-dimensional manifold is needed for the elbow flexion/extension and humeral plain angles. This means that for elbow flexion/extension and humeral plain angles we can represent the EMG by a three-dimensional manifold, and only a two-dimensional manifold is needed for the elbow flexion/extension and humeral plain angles.

Figure 6 shows both linear and nonlinear coordinates projected onto MNF EMG trends. The amount of SOCs in each projection is indicated on top of corresponding plots in Figs. 5 and 6. The results suggest that the cubic SOCs track the EMG trends with more precision and are closer to the actual trends. The linear SOC projections contain more high frequency information than the nonlinear ones, with cubic being the smoothest projection.

7 Conclusion

Current methodologies of tracking and predicting fatigue are either invasive or cumbersome. This makes them not realizable in the field. It was our intent to show that using noninvasive measurements of movement kinematics, nonlinear SOD of PSW features can identify more optimal smooth coordinates than its linear counterpart. This was demonstrated by performing a sawing experiment where ten healthy right-handed subjects performed a sawing motion by pushing a weighted handle back and forth until voluntary exhaustion. Three sets of joint kinematic angles were measured from the elbow, wrist, and shoulder, in addition to surface EMG recordings from nine different muscle groups. The

SOD analysis indicates that the linear SOCs were contaminated with more high frequency content than the corresponding nonlinear coordinates for the same modal index. This resulted in considerably fewer nonlinear SOCs needed to reconstruct the muscle fatigue trend compared with the linear SOCs. The coefficient of determination $R^2$ values indicate roughly a 15-dimensional manifold in the linear SOD analysis is needed to reconstruct the traditional EMG-based local muscle fatigue indicators. However, utilizing nonlinear SOD, it was shown that a four- or five-dimensional manifold can capture the same information for quadratic SOCs, and two-dimensional reconstructions were possible using cubic SOD. Thus, nonlinear SOD extracts more optimal coordinates than linear SOD and, in doing so, reduces the required dimensionality by one or two orders of magnitude.

The results of this paper, in conjunction with Ref. [20], indicate that motion kinematic data can be used to track fatigue in local muscle groups. Tracking of fatigue in all these muscle groups can be accomplished using the same few nonlinear SOCs, effectively embedding all muscle fatigue dynamics in a fairly low-dimensional space. Therefore, one can speculate that low-dimensional dynamical models of fatigue utilizing kinematic data can be used to develop more robust training protocols and energy supplements or to predict muscle injuries. In turn, the development of these models can be guided and verified by the observed SOCs.
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