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Abstract—The performance of ad hoc networks depends on cooperation and trust among distributed nodes. To enhance security in ad hoc networks, it is important to evaluate trustworthiness of other nodes without centralized authorities. In this paper, we present an information theoretic framework to quantitatively measure trust and model trust propagation in ad hoc networks. In the proposed framework, trust is a measure of uncertainty with its value represented by entropy. We develop four Axioms that address the basic understanding of trust and the rules for trust propagation. Based on these Axioms, we present two trust models: entropy-based model and probability-based model, which satisfy all the Axioms. Techniques of trust establishment and trust update are presented to obtain trust values from observation. The proposed trust evaluation method and trust models are employed in ad hoc networks for secure ad hoc routing and malicious node detection. A distributed scheme is designed to acquire, maintain, and update trust records associated with the behaviors of nodes’ forwarding packets and the behaviors of making recommendations about other nodes. Simulations show that the proposed trust evaluation system can significantly improve the network throughput as well as effectively detect malicious behaviors in ad hoc networks.

I. INTRODUCTION

An ad hoc network is a group of mobile nodes without requiring a centralized administration or a fixed network infrastructure. Due to their distributed nature, ad hoc networks are vulnerable to various attacks [1]–[5]. One strategy to improve security of ad hoc networks is to develop mechanisms that allow a node to evaluate trustworthiness of other nodes. Such mechanisms not only help in malicious node detection, but also improve network performance because honest nodes can avoid working with less trustworthy nodes. The focus of this paper is to develop a framework that defines trust metrics using information theory and develops trust models of trust propagation in ad hoc networks. The proposed theoretical models are then applied to improve the performance of ad hoc routing schemes and to perform malicious node detection.

The research on trust evaluation has been extensively performed for a wide range of applications, including public key authentication [6]–[15], electronic commerce [16]–[18], peer-to-peer networks [19], [20], ad hoc and sensor networks [21]–[23]. However, there are still many challenges need to be addressed.

Trust definition Although definitions of trust have been borrowed from the social science literature, there is no clear consensus on the definition of trust in distributed computer networks. Trust has been interpreted as reputation, trusting opinion, probability [24], etc.

Trust metrics As a nature consequence of the confusion in trust definition, trust has been evaluated in very different ways. Some schemes employ linguistic descriptions of trust relationship, such as in PGP [19], PolicyMaker [12], distributed trust model [14], trust policy language [15], and SPKI/SDSI public-key infrastructure [13]. In some other schemes, continuous or discrete numerical values are assigned to measure the level of trustworthiness. For example, in [6], an entity’s opinion about the trustworthiness of a certificate is described by a continuous value in [0,1]. In [23], a 2-tuple in [0,1]² describes the trust opinion. In [8], the metric is a triplet in [0,1]³, where the elements in the triplet represent belief, disbelief, and uncertainty, respectively. In [14], discrete integer numbers are used.

Currently, it is very difficult to compare or validate these trust metrics because a fundamental question has not been well understood. What is the physical meaning of trust? We need trust metrics to have clear physical meanings, for establishing the connection between trust metrics and observation (trust evidence) and justifying calculation/policies/rules that govern calculations performed upon trust values.

Quantitative trust models Many trust models have been developed to model trust transit through third parties. For example, the simplest method is to sum the number of positive ratings and negative ratings separately and keep a total score as the positive score minus the negative score. This method is used in eBay’s reputation forum [17]. In [8], subjective logics, is used to assess trust values based on the triplet representation of trust. In [16], fuzzy logic provides rules for reasoning with linguistic trust metrics. In the context of the “Web of Trust”, many trust models are built upon a graph where the resources/entities are nodes and trust relationships are edges, such as in [6], [7]. Then, simple mathematic, such as minimum, maximum, and weighted average, is used to calculate unknown trust values through concatenation and multipath trust propagation. In [25]–[27], a Bayesian model is used to
take binary ratings as input and compute reputation scores by statistically updating beta probability density functions (pdf).

Although a variety of trust models are available, it is still not well understood what fundamental rules the trust models must follow. Without a good answer to this question, the design of trust models is still at the empirical stage.

We approach the trust evaluation problem from a definition of trust given by Diego Gambetta in [24]. It states that trust is a level of likelihood with which an agent will perform a particular action before such action can be monitored and in a context in which it affects our own actions. It is clear that trust relationship involves two entities and a specific action. The concept of trust exists because we are not sure whether the agent will perform the action or not in some circumstances.

In the proposed information theoretic framework of trust modeling and evaluation, trust is a measure of uncertainty, as such trust values can be measured by entropy. From this understanding of trust, we develop axioms that address the basic rules for establishing trust through a third party (concatenation propagation) and through recommendations from multiple sources (multipath propagation) in ad hoc networks. Based on these axioms, we develop techniques that calculate trust values from observation and design two models that address the concatenation and multipath trust propagation problems in ad hoc networks. The proposed models are applied to improve the performance and security of ad hoc routing protocols. In particular, we investigate trust relationship associated with packet forwarding as well as making recommendations. We develop a distributed scheme to build, maintain, and update trust records in ad hoc networks. Trust records are used to assist route selection and to perform malicious node detection.

Simulations are performed to evaluate the effectiveness of the proposed models in ad hoc networks. Individual users obtain the trust values of forwarding packets and making recommendations in a distributed way. The malicious nodes can be detected and their types can also be identified. The proposed scheme can also track the dynamics of the networks adaptively. Compared with a base line scheme without trust evaluation, the proposed scheme can select the route with higher recommended quality so that the packet dropping rates are greatly reduced.

In this paper, we also briefly discuss various attacks on trust evaluation systems. This discussion includes some well-known attacks as presented in [28]–[31] and a new attack strategy resulting from the study in this paper. In addition, tradeoffs among implementation overhead, nodes mobility, and effectiveness of recommendation mechanism in trust evaluation are discussed.

The rest of the paper is organized as follows. The understanding of trust and basic axioms are presented in Section II. Section III describes entropy-based and probability-based trust models and proves that our models satisfy all Axioms. In Section IV, we investigate how to establish trust relationship based on observation. In Section V, the proposed models are applied in ad hoc networks to assist route selection in on-demand routing protocols and to perform malicious node detection. Simulation results are shown in Section VI, followed by discussion in Section VII. Conclusions are drawn in Section VIII.
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### II. BASIC AXIOMS

In this section, we will explain the meaning of trust and present four axioms for establishment of trust relationship. In this work, we relay trust as a level of uncertainty and the basic understanding of trust is summarized as follows.

1) Trust is a relationship established between two entities for a specific action. In particular, one entity trusts the other entity to perform an action. In this work, the first entity is called the subject, the second entity is called the agent. We introduce the notation \( \{ \text{subject} : \text{agent, action} \} \) to describe a trust relationship.

2) Trust is a function of uncertainty. In particular, if the subject believes that the agent will perform the action for sure, the subject fully “trusts” the agent to perform the action and there is no uncertainty; if the subject believes that the agent will not perform the action for sure, the subject “trusts” the agent not to perform the action, and there is no uncertainty either; if the subject does not have any idea of whether the agent will perform the action or not, the subject does not have trust in the agent. In this case, the subject has the highest uncertainty.

3) The level of trust can be measured by a continuous real number, referred to as the trust value. Trust value should represent uncertainty.

4) The subjects may have different trust values with the same agent for the same action. Trust is not necessarily symmetric. The fact that \( A \) trusts \( B \) does not necessarily means that \( B \) also trusts \( A \), where \( A \) and \( B \) are two entities.

Based on our understanding of trust, we further developed basic axioms for establishing trust relationship through either direct interactions, or through recommendations without direct interactions between the agent and the subject.

**Axiom 1: Uncertainty is a measure of trust**

The concept of trust describes the certainty of whether the agent will perform an action in the subject’s point of view. Let \( T\{\text{subject} : \text{agent, action} \} \) denote the trust value of the relationship \( \{ \text{subject} : \text{agent, action} \} \), and \( P\{\text{subject} : \text{agent, action} \} \) denote the probability that the agent will perform the action in the subject’s point of view. It is important to note that this probability is not absolute, but the opinion of a specific subject. Thus, different subjects can assign different probability values for the same agent and the same action. Information theory states that entropy is a nature measure for uncertainty [32]. Thus, we define the entropy-based trust value as:

\[
T\{\text{subject} : \text{agent, action} \} = \begin{cases} 
1 - H(p), & \text{for } 0.5 \leq p \leq 1; \\
H(p) - 1, & \text{for } 0 \leq p < 0.5,
\end{cases}
\]

\( (1) \)
where $H(p) = -p \log_2(p) - (1 - p) \log_2(1 - p)$ and $p = P[\text{subject} : \text{agent}, \text{action}]$. In this work, the trust value is continuous real number in [-1,1]. This definition satisfies the following properties. When $p = 1$, the subject trusts the agent the most and the trust value is 1. When $p = 0$, the subject distrusts the agent the most and the trust value is −1. When $p = 0.5$, the subject has no trust in the agent and the trust value is 0. In general, trust value is negative for $0 \leq p < 0.5$ and positive for $0.5 < p \leq 1$. Trust value is an increasing function with $p$. It is noted that (1) is a one-to-one mapping between $T[\text{subject} : \text{agent}, \text{action}]$ and $P[\text{subject} : \text{agent}, \text{action}]$.

In the sequel, we use both values in the description of trust relationship.

**Axiom 2: Concatenation propagation of trust does not increase trust**

When the subject establishes a trust relationship with an agent through the recommendation from a third party, the trust value between the subject and the agent should not be more than the trust value between the subject and the recommender as well as the trust value between the recommender and the agent. The trust value is determined in a trust propagation.

Trust relationship can be represented by a directional graph shown in Figure 1, where the weight of the edge is the trust value. The style of the line represents the type of the action: dashed lines represent making recommendations and solid lines represent performing the action. When relationship $\{A : B, action_r\}$ and $\{B : C, action\}$ are available, trust relationship $\{A : C, action\}$ can be established if the following two conditions are satisfied:

1. The action $r$ is to make recommendation of other nodes about performing the action.
2. The trust value of $\{A : B, action_r\}$ is positive.

The first condition is necessary because the entities that perform the action do not necessarily make correct recommendations [14]. The second condition states that the recommendations from entities with low trust values should not be used. The second condition makes the trust propagation in distributed networks resilient to malicious entities who can manipulate their recommendations in order to cause maximal damage. It is noted that the second condition is not necessary in some other situations where the malicious nodes’ behavior of making recommendations is predictable.

The mathematical representation of Axiom 2 is

$$|T_{AC}| \leq \min(|R_{AB}|, |T_{BC}|),$$

where $T_{AC} = T\{A : C, action\}$, $R_{AB} = T\{A : B, action_r\}$, and $T_{BC} = T\{B : C, action\}$. This is similar to information processing in information theory: the information cannot be increased via propagation. In our case, the trust built upon others’ recommendations is no more than the recommenders’ trust and the trust in the recommenders.

**Axiom 3: Multipath propagation of trust does not reduce trust**

If the subject receives the same recommendations for the agents from multiple sources, the trust value should be no less than that in the case where the subject receives less number of recommendations.

In particular, as illustrated in Figure 2, node $A_1$ establishes trust with $C_1$ through one concatenation path, and $A_2$ establishes trust with $C_2$ through two same paths. Let $T_{A_1C_1} = T\{A_1 : C_1, action\}$ and $T_{A_2C_2} = T\{A_2 : C_2, action\}$. The mathematical representation of Axiom 3 is

$$T_{A_2C_2} \geq T_{A_1C_1} \geq 0, \text{ for } R_1 > 0 \text{ and } T_2 > 0;$$
$$T_{A_2C_2} \leq T_{A_1C_1} \leq 0, \text{ for } R_1 > 0 \text{ and } T_2 < 0,$$

where $R_1 = T\{A_1 : B_1, action_r\}$, $R_2 = T\{A_2 : D_2, action_r\}$, $T_2 = T\{B_1 : C_1, action\}$, and $T_2 = T\{B_2 : C_2, action\} = T\{D_2 : C_2, action\}$. Axiom 3 states that multipath recommendations will not increase uncertainty. Notice that Axiom 3 holds only if multiple sources generate the same recommendations. This is because the collective combination of different recommendations is a problem in nature that can generate different trust values according to different trust models.

**Axiom 4: Trust based on multiple recommendations from a single source should not be higher than that from independent sources**

When the trust relationship is established jointly through concatenation and multipath trust propagation, it is possible to have multiple recommendations from a single source, as shown in Figure 3 (a). Since the recommendations from a single source are highly correlated, the trust built on those correlated recommendations should not be higher than the trust built upon recommendations from independent sources. In particular, let $T_{A_1C_1} = T\{A_1 : C_1, action\}$ denote the trust value established in Figure 3 (a), and $T_{A_2C_2} = T\{A_2 : C_2, action\}$ denote the trust value established in Figure 3 (b). The Axiom 4 says that

$$T_{A_2C_2} \geq T_{A_1C_1} \geq 0, \text{ if } T_{A_1C_1} \geq 0;$$
$$T_{A_2C_2} \leq T_{A_1C_1} \leq 0, \text{ if } T_{A_1C_1} < 0,$$

where $R_1$, $R_2$, and $R_3$ are all positive. The physical meaning of this Axiom is that the recommendations from independent
sources can reduce uncertainty more effectively than the recommendations from correlated sources.

As a summary, the above four basic Axioms address different aspects of trust relationship. Axiom 1 states the meaning of trust. Axiom 2 states the rule for concatenation trust propagation. Axiom 3 describes the rule for multipath trust propagation. Axiom 4 addresses correlation of recommendations.

III. TRUST MODELS

The methods for calculating trust via concatenation and multipath propagation are referred to as trust models. In this section, we introduce entropy-based and probability-based trust models and prove that they satisfy all Axioms.

A. Entropy-based Trust Model

In this model, the trust propagations are calculated directly from trust values defined in (1). For concatenation trust propagation shown in Figure 1, node B observes the behavior of node C and makes recommendation to node A as

\[ T_{BC} = \{ B : C, \text{action} \}. \]

Node A trusts node B with

\[ T\{A : B, \text{making recommendation}\} = R_{AB}. \]

The question is how much node A should trust node C to perform the action. To satisfy Axiom 2, one way to calculate

\[ T_{ABC} = T\{A : C, \text{action}\} \]

is

\[ T_{ABC} = R_{AB}T_{BC}. \]  

(3)

Note that if node B has no idea about node C (i.e. \(T_{BC} = 0\)) or if node A has no idea about node B (i.e. \(R_{AB} = 0\)), the trust between A and C is zero, i.e., \(T_{ABC} = 0\).

For multipath trust propagation, let

\[ R_{AB} = T\{A : B, \text{making recommendation}\}, \]

\[ R_{AC} = T\{A : C, \text{action}\}, \]

\[ R_{AD} = T\{A : D, \text{making recommendation}\}. \]

Thus, A can establish trust to C through two paths: \(A \rightarrow B \rightarrow C\) and \(A \rightarrow D \rightarrow C\). To combine the trust established through different paths, we propose to use maximal ratio combining as:

\[ T\{A : C, \text{action}\} = w_1(R_{AB}T_{BC}) + w_2(R_{AC}T_{DC}), \]  

(4)

where

\[ w_1 = \frac{R_{AB}}{R_{AB} + R_{AD}}, \quad \text{and} \quad w_2 = \frac{R_{AC}}{R_{AB} + R_{AD}}. \]  

(5)

In this model, if any path has the trust value 0, this path will not affect the final result. It is noted that the weight factors in our model are based on recommendation trust \(R_{AB}\) and \(R_{AD}\).

Finally, we prove that (3) and (4) satisfy Axioms. Since \(T \in [-1, 1]\), the multiplication in (3) will make the absolute value of \(T\{A : C, \text{action}\}\) smaller or equal to \(|T\{A : B, \text{making recommendation}\}|\) and \(|T\{B : C, \text{action}\}|\). Thus, Axiom 2 is satisfied. When applying (3) and (4) to the special cases illustrated in Figure 2 (the third Axiom), we obtain

\[ T_{AC} = R_{1}T_{2} \quad \text{and} \quad T_{AC} = \frac{(R_{1}T_{2} + (R_{2}T_{3} + R_{2}T_{4}))}{R_{1} + R_{2}} = T_{AC}. \]

Thus, Axiom 3 is satisfied with equality. When applying the model to the cases in Figure 3, we can prove that

\[ T_{AC} = T_{AC} = \frac{R_{1}(R_{2}T_{3} + R_{2}T_{4})}{R_{2} + R_{1}}. \]

Thus, Axiom 4 is satisfied with equality.

B. Probability-based Model

In the second model, we calculate concatenation and multipath trust propagation using the probability values of the trust relationship. Then, the probability values can be easily transferred back to trust values using (1).

For the concatenation in Figure 1, let \(p_{AB}\) denote the \(P\{A : B, \text{make recommendation}\}\), \(p_{BC}\) denote \(P\{B : C, \text{action}\}\) and \(p_{ABC}\) denote \(P\{A : C, \text{action}\}\). We also define \(p^*_{B}\) as the probability that B will make correct recommendations, \(p^*_{C|B=1}\) as the probability that C will perform the action if B makes correct recommendation, and \(p^*_{C|B=0}\) as the probability that C will perform the action if B does not make correct recommendation. Then, node A can calculate \(p_{ABC}\) as:

\[ p_{ABC} = p^*_{B} \cdot p^*_{C|B=1} + (1 - p^*_{B}) \cdot p^*_{C|B=0}. \]  

(6)

Although A does not know \(p^*_{B}\), \(p^*_{C|B=1}\) and \(p^*_{C|B=0}\), it is reasonable for A to assume that \(p^*_{B} = p_{AB}\) and \(p^*_{C|B=1} = p_{BC}\). Therefore, (6) becomes

\[ p_{ABC} = p_{AB} \cdot p_{BC} + (1 - p_{AB}) \cdot p^*_{C|B=0}. \]  

(7)

From Axiom 2, it is easy to see that \(T_{ABC}\) should be 0 when \(T_{AB} = 0\). That is, \(p_{ABC}\) should be 0.5 when \(p_{AB}\) is 0.5. By using \(p_{AB} = 0.5\) and \(p_{ABC} = 0.5\) in (7), we can show that \(p^*_{C|B=0} = 1 - p_{BC}\). Therefore, we calculate \(p_{ABC}\) as

\[ p_{ABC} = p_{AB}p_{BC} + (1 - p_{AB})(1 - p_{BC}). \]  

(8)

It worthy to mention that the above propagation model can also be viewed as binary symmetry channel (BSC) model [32]. The physical meaning of BSC is as follows. When node B claims 1, node A would think that the probability that 1 really happens is \(p\) and 0 happens with probability \(1 - p\). The value of \(p\) is related with the uncertainty associated with the trust relationship between A and B. Similarly, when node B claims 0, node A would think that 0 happens with probability \(p\) and 1 happens with probability \(1 - p\). The concatenation of two BSC models also generates the probability expression in (8).

For the multipath case, as shown in Figure 2, we obtain the probability value \(p_{ABC}\) through path \(A \rightarrow B \rightarrow C\) and \(p_{ADC}\) through path \(A \rightarrow D \rightarrow C\) using (8). The question is how to obtain the overall trust \(p_{AC} = P\{A : C, \text{action}\}\) between node A and node C. This problem has similarity as the data fusion problem where observations from different sensors are combined. Thus, we use the data fusion model in [33] with the assumption that the recommendations are independent. So the probability \(p_{AC}\) can be calculated as follows:

\[ \frac{p_{AC}}{1 - p_{AC}} = \frac{p_{ABC}p_{ADC}}{(1 - p_{ABC})(1 - p_{ADC})}. \]  

(9)

Note that in this model, if one path has probability value of 0.5 (i.e. no information), this path does not affect the final result of probability.

Next we show that the probability-based models satisfy the Axioms. For Axiom 2, it can be easily shown that \(H(p_{ABC}) \geq H(p_{BC})\) and \(H(p_{ABC}) \geq H(p_{AB})\) with equality hold if and only if \(p_{AB} = 1\) and \(p_{BC} = 1\), respectively. Thus, Axiom 2 holds. For Axiom 3, if both \(p_{ABC}\) and \(p_{ADC}\) are no less than 0.5, from (9), \(p_{AC}\) must be larger than both \(p_{ABC}\) and \(p_{ADC}\). If both \(p_{ABC}\) and \(p_{ADC}\) are smaller than 0.5, \(p_{AC}\) must be
smaller than both $p_{ABC}$ and $p_{ADC}$. So Axiom 3 holds. From (8) and (9), we can prove that this model also satisfies Axiom 4 and equality is achieved when any link has trust value of 0.

IV. TRUST ESTABLISHMENT BASED ON OBSERVATION

The problem we address in this section is to obtain the trust value from observation. Assume that A wants to establish the trust relationship with X as $\{A : X, act\}$ based on A’s previous observation about X. One typical type of observation is as follows. Node A observed that X performed the action $k$ times upon the request of performing the action $N$ times. For example, node A asked X to forward $N$ packets, and X in fact forwarded $k$ packets. For this type of observation, we define random variables $V(i)$ and $n(N)$ as:

$$V(i) : V(i) = 1$$ means that X performs the action at the $i^{th}$ trial;

$$n(N) = \sum_{i=1}^{N} V(i)$$ the number of actions performed by X out of totally $N$ trials;

We assume that X’s behaviors in the past $N$ trials and in the future $(N + 1)^{th}$ trial are governed by the same Bernoulli distribution as

$$Pr(V(i) = 1|\theta) = \theta; \quad Pr(V(i) = 0|\theta) = 1 - \theta; \quad \text{for } i = 1, 2, \cdots, N + 1,$$

where $\theta$, an unknown parameter, is the probability of X performing the action at each trial. Here, $Pr(\cdot)$ denotes the probability. We assume that $V(i)$ are independent for different $i$’s. Then the distribution to observe $n(N) = k$ follows Binomial distribution

$$Pr(n(N) = k|\theta) = \binom{N}{k}\theta^k(1 - \theta)^{N-k}. \quad (11)$$

The issue we would like to address is to estimate the probability $Pr(V(N + 1) = 1)$, given the fact that $k$ actions have been performed out of $N$ trials. Here, we assume that every action leads to the same consequence. Then, we can calculate the trust value using (1). There are two possible approaches.

Approach 1: Estimate $\theta$ given the fact that $k$ actions have been performed out of $N$ trials.

It is well known that the minimum-variance unbiased estimator [34] for $\theta$ is $\hat{\theta} = k/N$, where $\hat{\theta}$ is the estimated value of $\theta$. Then,

$$Pr(V(N + 1)) = \hat{\theta} = k/N. \quad (12)$$

This approach is straightforward, and does not require the distribution of $\theta$, i.e. $f(\theta)$. However, it does not accurately capture the “uncertainty” of $V(N + 1)$. To see this, let’s exam two cases: (1) $\{k = 2, N = 3\}$; and (2) $\{k = 2000, N = 3000\}$. When using (12), $Pr(V(N + 1))$ is estimated as $2/3$ for both cases. Intuitively, if the ratio between $k$ and $N$ is fixed, the uncertainty should be less for larger $N$ values.

The subject who had made more observation should be more certain about the agent than in the case that the subject had made less observation. Thus, there should be less uncertainty in the second case than in the first case.

Approach 2: Estimate $Pr(V(N + 1) = 1|n(N) = k)$ using Bayesian approach.

From Bayesian equation, we have

$$Pr(V(N + 1) = 1|n(N) = k) = \frac{Pr(V(N + 1) = 1, n(N) = k)}{Pr(n(N) = k)} \quad (13)$$

where

$$Pr(n(N) = k) = \int_{0}^{1} Pr(n(N) = k|\theta)f(\theta)d\theta. \quad (14)$$

$$Pr(V(N + 1) = 1, n(N) = k) = \int_{0}^{1} Pr(V(N + 1) = 1|\theta) \cdot Pr(n(N) = k|\theta)f(\theta)d\theta \quad (15)$$

In the above derivation, we use the assumption that $V(N + 1)$ and $n(N)$ are independent given $\theta$ for Binomial distribution in (11). Since there is no prior information about $\theta$, we assume that $\theta$ is uniformly distributed between 0 and 1, i.e. $f(\theta) = 1$, for $\theta \in [0,1]$. Then, using (11) we have

$$Pr(V(N + 1) = 1|n(N) = k) = \frac{\int_{0}^{1} Pr(n(N) = k|\theta)f(\theta)d\theta}{\int_{0}^{1} Pr(n(N) = k|\theta)f(\theta)d\theta} = \frac{k + 1}{N + 2} \quad (16)$$

When using the second approach, the case $\{k = 2000, N = 3000\}$ will generate trust value $2/3$, which is larger than the trust value for the case $\{k = 2, N = 3\}$. Moreover, when no observation is made, i.e. $k = 0, N = 0$, the probability value is $\frac{1}{2}$ and the trust value is 0, which is also very reasonable. Compared with Approach 1, Approach 2 has the advantage of capturing the uncertainty more accurately, especially for small values of $k$ and $N$. In this work, we adopt Approach 2 and calculate the trust value as $T(Pr(V(N + 1) = 1|n(N) = k))$, where $T(\cdot)$ is defined in (1).

In practice, node A often makes observation at different time instances. Let $t_j$ denote the time when A make observation of node $X$, where $j = 1, 2, \cdots, I$. At time $t_j$, node A observes that node $X$ performs the action $k_j$ times upon the request of performing the action $N_j$ times. We propose to calculate the trust value as follows:

$$P\{A : X, \text{action}\} = \frac{1 + \sum_{j=1}^{I} \beta^{t_j-t_1} k_j}{2 + \sum_{j=1}^{I} \beta^{t_j-t_1} N_j}, \quad (17)$$

where $t_c$ represents the current time when this calculation is performed. We introduce $0 \leq \beta \leq 1$ as the remembering factor, which describes that the observation made long times ago should carry less importance than the observation made recently. The value of $\beta$ depends on how fast the behavior of agents changes. When the agents’ behaviors change fast,
the observation made long times ago is not very useful for predicting the agents’ future behaviors. In this case, \( \beta \) should be a small value, and vice versa. It is noted that when all observation is made long times ago, i.e. \( t_c \gg t_f \), \( P[A : X, \text{act}] \) approaches 0.5 and the trust value approaches to 0. Utilization of the remembering factor provides a way to capture dynamic changes in the agents’ behavior.

V. SECURITY IN AD HOC NETWORK ROUTING

Securing routing protocols is a fundamental challenge for ad hoc network security [3]–[5]. Currently, most schemes that aim to secure ad hoc routing protocols focus on preventing attackers from entering the network through secure key distribution/authentication and secure neighbor discovery, such as [4], [35]. Those schemes, however, are not effective in situations where malicious nodes have gained access to the network, or some nodes in the network have been compromised. Therefore, it is important to develop mechanisms to monitor route disruption in ad hoc networks and adjust route selection dynamically. In this section, we use the proposed trust models to improve ad hoc routing protocols and discuss their potential usage for malicious node detection.

In particular, for ad hoc routing, we investigate trust values associated with two actions: forwarding packets and making recommendations. Briefly speaking, each node maintains its trust record associated with these two actions. When a node (source) wants to establish a route to the other node (destination), the source first tries to find multiple routes to the destination. Then the source tries to find the packet-forwarding trustworthiness of the nodes on the routes from its own trust record or through requesting recommendations. Finally the source selects a trustworthy route to transmit data. After the transmission, the source node updates the trust record based on its observation of route quality. The trust record can also be used for malicious node detection. All above should be achieved in a distributed manner.

In the rest of the section, we first address a procedure for obtaining trust recommendations in ad hoc networks without establishing routes between the source node and the recommenders. Then, we present how to calculate and update the packet-forwarding trust and recommendation trust based on observation. Finally, the complete scheme is described with a brief discussion on malicious node detection and route selection.

A. Obtaining Trust Recommendations

Requesting trust recommendation in ad hoc networks often occurs in the circumstance where communication channels between arbitrary entities are not available. In this section, we will discuss the procedures for requesting trust recommendations and responding to such requests in ad hoc networks.

For requesting trust recommendations, we assume that node \( A \) wants to establish trust relationships with a set of nodes \( B = \{B_1, B_2, \ldots\} \) about action \( \text{act} \), and \( A \) does not have valid trust record with \( \{B_i, \forall i\} \). These trust relationships, denoted by \( \{A : B_i, \text{act}\}, \forall i \), can be established through recommendations from other nodes.

Node \( A \) first checks its trust record and selects a set of nodes, denoted by \( \tilde{Z} \), that have the recommendation trust values larger than a threshold. Although \( A \) only needs recommendations from \( \tilde{Z} \) to calculate trust values of \( B \) associated with \( \text{act} \), \( A \) may ask for recommendations from a larger set of nodes, denoted by \( Z \), for two reasons. First, node \( A \) does not necessarily want to reveal the information about whom it trusts because the malicious nodes may take advantage of this information. Second, if node \( A \) establishes trust with \( B \) through direct interaction later, node \( A \) can use the recommendations it collects to update the recommendation trust of the nodes in \( Z \). This is an important way to establish or update recommendation trust. Thus, \( Z \) should contain not only the nodes in \( \tilde{Z} \), but also the nodes with which \( A \) wants to update/establish recommendation trust relationship. Next, node \( A \) sends a trust recommendation request (TRR) message to its neighbors that in node \( A \)’s transmission range. The TRR message should contain the IDs of nodes in set \( B \) and in set \( Z \). In order to reduce overhead, the TRR message also contains the maximal concatenation levels, denoted by Max_transit, and time-to-live (TTL). Each time a node asks further trust recommendations, the value of Max_transit is reduced by one. Node \( A \) waits time TTL for replies. In addition, transmit-path is used to record delivery history of the TRR message such that the nodes who receive the TRR message can send their recommendations back to \( A \). Procedure 1 describes this scheme in details.

Procedure 1 Sending Trust Requesting Algorithm

1: Node \( A \) selects a set of trusted recommenders \( \tilde{Z} \). Each node in \( \tilde{Z} \) has recommendation trust value above a certain threshold.
2: Node \( A \) selects another set \( Z \). \( Z \) contains \( \tilde{Z} \) and is often a larger set than \( \tilde{Z} \).
3: Node \( A \) sends the following TRR message to its neighbors

\[
\text{[requestID, A, B, act, Z, Max\_transit, TTL, transmit-path]}
\]

4: Node \( A \) waits for recommendation messages until a predetermined time.

Upon receiving an unexpired TRR message, the nodes that are not in \( Z \) simply forward the TRR message to their neighbors; the nodes in \( Z \) either send trust values back to \( A \) or ask their trusted recommenders for further recommendations. In addition, the nodes in \( Z \) may not respond to the TRR message if they do not want to reveal their trust records to \( A \) when, for example, they believe that \( A \) is malicious. In particular, suppose node \( X \) is in \( Z \). When \( X \) receives an unexpired TRR message, if \( X \) has the trust relationship with some of \( \{B_i\}_s \), \( X \) sends its recommendation back to \( A \). If \( X \) does not have trust relationship with some of \( \{B_i\}_s \), \( X \) generates a new TRR message by replacing \( Z \) with the recommenders trusted by \( X \) and reducing the value of Max_transit by one. If Max_transit > 0, the revised TRR message is sent to \( X \)’s neighbors. \( X \) also sends \( A \) corresponding recommendation trust values needed for \( A \) to establish trust propagation paths. If the original TRR message has not expired, \( X \) will also forward the original TRR message to its neighbors. By doing so, the trust concatenations can be constructed. The detailed
scheme of processing TRR messages is described in Procedure 2.

**Procedure 2** Node X Processing TRR Messages

1: if (TRR not expired) & (X has not received this TRR before) & (X \( \notin Z \)) then
2: \( X \) forwards the TRR to its neighbors.
3: else if (TRR not expired) & (X has not received this TRR before) & (X \( \in Z \)) then
4: for every element \( B_i \in B \) do
5: \( X \) checks its trust record for \( B_i \).
6: if \( \{ X : B_i, act \} = T_{X,B_i} \) is found in \( X \)'s trust record and \( |T_{X,B_i}| \) is larger than a threshold, then
7: \( X \) sends the trust value \( T_{X,B_i} \) back to \( A \).
8: else
9: \( X \) puts \( B_i \) in a set \( B_x \).
10: end if
11: end for
12: if \( B_x \) is not empty & Max\_transit > 1, then
13: \( X \) searches its trust record for recommenders \( Z_x = \{ Z_x^i \} \) such that \( \{ X : Z_x^i, act \} > \) threshold and \( Z_x^i \notin Z \). If \( Z_x \) is not empty, \( X \) selects a set of nodes \( Z_a \). The set \( Z_a \) contains \( Z_a \) and is often a larger set than \( Z_x \).
14: \( X \) generates a new TRR message by making the following changes to the original TRR: (1) replace \( Z \) by \( Z_x \); and (2) reduce Max\_transit by 1.
15: \( X \) sends the new and original TRR messages to its neighbors.
16: \( X \) sends its recommendation trust value of \( Z_x \) back to \( A \).
17: end if
18: end if

The major overhead of requesting trust recommendations comes from transmitting TRR messages in the network. Let \( c \) denote the overhead of transmitting one TRR message before it expires, and \( n_p \) denote the number of recommenders selected by each node. The overhead of transmitting TRR messages is approximately \( c \sum_{k=0}^{\text{Max}\_\text{transit}} n_p^k \), which increases exponentially with Max\_transit. In practice, Max\_transit should be a small number for two reasons. First, since uncertainty increases along the trust transit path, if a trust relationship is established through many hops of trust propagation, the trust value can be very close to 0, which is not very useful anyway. The second reason is to reduce overhead that increases exponentially with Max\_transit.

**B. Calculation/Update of Action Trust and Recommendation Trust in Ad hoc Networks**

Next, we present the procedure of utilizing Approach 2 (in Section IV) to calculate and update trust records in ad hoc networks. Assume that node \( A \) would like to ask node \( C \) to transmit packets, while \( A \) does not have trust relationship with node \( C \).

**Before the transmission**

- Node \( A \) receives the recommendation from node \( B \), and node \( B \) says that \( T\{B : C, \text{forward packet}\} = T_{BC} \).
- Previously, node \( B \) has made recommendations to \( A \) for \( N_r \) times. Among those recommendations, \( A \) believes that \( B \) has made \( k_r \) "good recommendations".

The definition of "good recommendations" is application dependent. Node \( A \) calculates the recommendation trust of \( B \) based on \( B \)'s previous recommendations using (16). That is, \( P\{A : B, \text{making recommendation}\} = k_r + 1 \) or \( T\{A : B, \text{making recommendation}\} = T\{k_r + 1 \} \). After the transmission

- \( A \) calculates the trust in \( C \) about packet forwarding through the concatenation propagation using equation (3) or (8). Let \( T_{AC} \) denote the current trust value of \{A : C, forward packet\}, which is established/updated after the transmission.

**After the transmission**

- Node \( A \) observes that \( C \) forwards \( k \) packets out of total \( N \) packets. Node \( A \) calculates \( T\{A : C, \text{forward packet}\} \) using equation (16) or (17). Let \( T_{AC} \) denote the current trust value of \{A : C, forward packet\}, which is established/updated after the transmission.
- Then, \( A \) updates the recommendation trust of node \( B \) as follows. If \( |T_{AC} - T_{AC}| \leq \text{threshold} \) then, node \( A \) believes that \( B \) has made good recommendation, and increases the value of \( k_r \) by 1 and increases the value of \( N_r \) by 1. If \( |T_{AC} - T_{AC}| > \text{threshold} \), node \( A \) believes that \( B \) has made bad recommendation, and increases the value of \( N_r \) by 1 while maintaining the value of \( k_r \). Node \( A \) can update the recommendation trust based on the new values of \( k_r \) and \( N_r \).

**C. Proposed Scheme**

In this section, we describe the details of the ad hoc routing scheme using the proposed trust models. First of all, each node in ad hoc network maintains a trust record, a recommendation buffer, and an observation buffer, which are described as follows.

- The entries in the trust record have the format of:
  \[
  \{\text{subject} : \text{agent}, \text{action}, \text{trust value}, \text{probability value}, \text{t est} \},
  \]
  which describes the trust relationship \{subject : agent, action\} established at time \( t \) with trust value \text{trust value} and \text{trust value} = T(\text{probability value}).
  In the trust record of node \( A \), the subject field is always \( A \) because the trust record is established only through direct interaction.
- The entries in the recommendation buffer have the same format as those in the trust record, but different meanings. The recommendation buffer of \( A \) describes that \( A \) receives the recommendation at time \( t \) from the subject, in which the subject claimed \( T\{\text{subject} : \text{agent, action}\} = \text{trust value} \). The subject can only make recommendation based on its own trust record (i.e. direct interaction with the agent). In addition, when making recommendations, the subject modifies trust values based on the current time and the time when its interaction with the agent took place.
- Since it is not necessary to update the trust values immediately after observation is made, each node maintains an observation buffer that contains the new observation. After an observation entry is used to establish/update trust relationship, it is removed from the buffer.

The flow chart of the proposed scheme is shown in Figure 4. The major blocks are explained in details as follows.
• Route discovery: Before node A can communicate with node D in ad hoc networks, routes between A and D should be established. Thus, A performs on-demand routing to find several possible routes to D. Let \( \{S_i\} \) denote the nodes on all possible routes.

• Node A first checks its own trust record. If \( A \) cannot find a trust record for \( S_i \) or the trust value for \( S_i \) is below a certain threshold, node \( A \) puts \( S_i \) in set \( B \). Then, node \( A \) performs Procedure 1 to request recommendations for \( B \).

• Node A puts the received recommendations in the recommendation buffer, and constructs a trust propagation graph based on its own trust record and the recommendation buffer. Based on the trust graph, node \( A \) calculates the trust values for the nodes in \( B \).

• Among all possible routes, node \( A \) would like to choose a route that has the best quality. Let \( \{n_i, \forall i\} \) represent the nodes on a particular route \( R \). Let \( p_i \) represent \( P[A : n_i, \text{forward packet}] \), where \( A \) is the source. The quality of route \( R \) is calculated as \( \prod_i p_i \).

• During the transmission, node \( A \) makes the observation associated with whether nodes forward packets and whether the nodes’ true behaviors agree with the recommendations that \( A \) obtained from other nodes. All observation is put into the observation buffer.

• Node \( A \) performs malicious nodes detection periodically to update its own list of malicious nodes. In this work, we perform malicious node detection based on the trust values of two actions: forwarding packet and making recommendations. Let \( P[A : X, \text{forward packet}] = P_i^f \) and \( P[A : X, \text{make recommendations}] = P_i^r \), \( \forall i \). On a 2D plot, each node is represented by a dot located at \( [P_i^f, P_i^r] \). With enough observation, good nodes and malicious nodes should form clusters on this 2D plot, which can be used to separate good and malicious nodes. Such 2D plots will be shown in the simulation section.

• Node \( A \) monitors packet drop ratio of the entire route. When the packet drop ratio becomes smaller than a threshold, \( A \) will initiate a new round of route discovery. Before node \( A \) selects the new route, trust record is updated. Therefore, node \( A \) learns from previous experience. After the transmission is finished, node \( A \) updates its trust record.

VI. SIMULATIONS

A. Malicious Node Detection

We first investigate the establishment of trust records in a simple system that reveals important insight of trust propagation and the effects of various attack models. The system is set up as follows. In each time interval, which is \( n \) time units long, each node selects another node to transmit packets. Assume that node \( A \) selects node \( X \). If the trust value \( \{A : X, \text{forward packet}\} \) is smaller than a threshold, node \( A \) will ask for recommendations about node \( X \) using the procedures described in Section V-A. Then, node \( A \) asks \( X \) to forward \( n \) packets and the data rate is 1 packet per time unit. In this simple system, we assume that node \( A \) can observe how many packets that \( X \) has forwarded. This assumption will be explained in the next paragraph. Next, node \( A \) updates its trust record using the procedure in Section V-B. In this system, if a malicious node decides to attack node \( A \), it drops the packets from node \( A \) with packet drop ratio randomly selected between 0 and 40%, and/or sends recommendations to node \( A \) with trust values randomly picked from 0 to 1. Three types of malicious nodes are considered. Type 1 drops packets only, type 2 makes wrong recommendations only, and type 3 does both. For good nodes, the packet drop ratio is between 0% and 10%, and they make honest recommendations. Other simulation parameters are \( \text{Max}_\text{transit} = 1 \), \( Z \) is chosen as all nodes, and the remembering factor is \( \beta = 0.999 \).
malicious packet dropping. To avoid complicating this simple The detection of fault reports is easier than the detection of long as the number of malicious nodes is not very large.

If the reports are not consistent, the source can easily identify a small set of nodes containing the lying nodes, as if the reports are consistent, the source node believes these reports. If the reports are not consistent, the source can easily identify a small set of nodes containing the lying nodes, as long as the number of malicious nodes is not very large. The detection of fault reports is easier than the detection of malicious packet dropping. To avoid complicating this simple system, we have the assumption that A can observe the number of packets forwarded by X for this set of simulations.

We show three simulation results to demonstrate that distributed users can detect malicious nodes by using the proposed scheme. The first simulation shows the process for the malicious node detections. The second simulation shows the records of distributed users. The third simulation shows that the scheme can track the changes of the malicious behaviors and adaptively update the trust records.

In the first simulation, we have \( N = 100 \) total number of nodes. Among them, 24 nodes are malicious. 8 nodes for type 1, type 2, and type 3, respectively. In Figure 5, we show the trust record of one good node at different times. Here \( S \) is the simulation time. We plot the probability value of forward-packet trust vs. probability value of recommendation trust of all other nodes in this good node’s trust record. At the beginning of the simulation, most of the nodes are with probability of 0.5 in either forward packet trust or recommendation trust. This is because this node has no much experience with others. With more observation, good nodes form a cluster that is close to the up-right corner and this cluster becomes tighter and tighter. Three types of malicious behaviors are clearly shown and can be differentiated. Type 1 nodes locate in the right-lower area, type 2 nodes locate in the left-up, and type 3 nodes are in the right-lower area.

It is important to point out that bad nodes do not necessarily form prominent clusters. There are two reasons. First, the trust values of bad nodes are reduced after they perform some malicious behaviors. With lower trust values, the chance for bad nodes to be on the routes or provide recommendations becomes smaller. Thus, good nodes often do not have many bad experiences with malicious nodes, which is desirable because the damage caused by malicious nodes is limited. Second, malicious nodes have various behaviors. For example, some nodes may drop all packets, while others drop a small portion of packets passing through them. The malicious behaviors in nature will not form very tight clusters.

In the second simulation, we have a total of 20 nodes. Among them, 3 nodes are malicious. Specifically, node 1 drops packets only, node 2 provides bad recommendations only, and node 3 does both. Figure 6 shows the trust of packet forwarding and making recommendations among distributed users for two different cases. In the first case, the bad nodes attack all other nodes. In the second case, the bad nodes are
only malicious to half of the users. In the figure, the element on the $i^{th}$ row and $j^{th}$ column represents the trust of the $i^{th}$ user to the $j^{th}$ user. The brighter the color, the higher the trust. Obviously the trust to the user itself is always 1. From Figure 6 (a), we can see that user 1, 2, and 3 are clearly differentiated from others. That is, most good nodes develop negative trust values for user 1, 2, and 3 according to their malicious behaviors.

In the second case shown in Figure 6 (b), good nodes also develop negative trust values for malicious nodes. It is important to mention that when the malicious nodes only perform badly to half of users, the packet-forwarding trust values are similar as those in the first case. However, they can hurt others’ recommendation trusts. As shown in Figure 6 (b), the node 1-10 think node 11-20 do not give good recommendations and vise versa. We can make three points here. First, the recommendation trusts of malicious nodes are still significantly lower than that of good nodes. We can still perform malicious node detection. Second, node 1-10 will not give higher weights to the recommendations from node 11-20, which has positive effects on improving network throughput. Third, if good nodes can share their opinions through broadcasting (which is not discussed in this paper), they can easily detect inconsistent behaviors of malicious nodes. In this experiment, since all malicious nodes attack the same subset of users, this is a coordinated attack. On the other hand, in the previous experiments where malicious nodes launch the gray hole attack to everyone, the attack is not coordinated.

In the third simulation, we have a total of 40 nodes. At the beginning, we have 4 malicious nodes dropping packets. Every time when $S$ increases by 3000, 4 more nodes become malicious. Here, $S$ is the simulation time index. So we have 4, 8, 12, and 16 malicious nodes for the four stages when $S$ equals to 3000, 6000, 9000, and 12000, respectively. In Figure 7, we show the average packet-forward trust among users vs. user index. We highlight the changing of the trusts by drawing lines connecting the trust values in the current stage and the trust values in the previous stage. We can see that the four new malicious nodes are detected, and the proposed scheme can adaptively track network changes.

**B. Network Throughput Improvement**

In this set of simulations, the mobile ad hoc network is simulated as follows. The physical layer assumes a fixed transmission range model, where two nodes can directly communicate with each other successfully only if they are in each other’s transmission range. The MAC layer protocol simulates the IEEE 802.11 Distributed Coordination Function (DCF) [36]. DSR [37] is used as the underlying routing protocol. We use a rectangular space of size 1000m by 1000m. The total number of nodes is 50, and the maximum transmission range is 250m. There are 50 traffic pairs randomly generated for each simulation. For each traffic pair, the packet arrival time is modeled as a Poisson process, and the average packet inter-arrival time is 1 second. The size of each data packet after encryption is 512 bytes. Among all the ROUTE REQUESTs with the same ID received by a node A, A will only broadcast the first request if it is not the destination, and will send back at most 5 ROUTE REPLYS if it is the destination. The maximum number of hops on a route is restricted to be 10.

In the simulations, each node moves randomly according to the random waypoint model [37] with a slight modification: a node starts at a random position, waits for a duration called the pause time that is modeled as a random variable with exponential distribution, then randomly chooses a new location and moves towards the new location with a velocity uniformly chosen between 0 and $v_{MAX} = 10$ meters/second. When it arrives at the new location, it waits for another random pause time and repeats the process. The average pause time is 300 seconds.

We change the total number of malicious nodes from 1 to 11. In this implementation, the malicious nodes perform gray hole attack, i.e., randomly drop 65-75% packets passing through them. Three systems are compared: (1) baseline scheme that does not build or utilize trust records; (2) the system using entropy-based model for trust recommendations; and (3) the system using probability-based model for trust
recommendations. Figure 8 shows the average packet drop ratios of good nodes. The simulation time is 1000 sec. We can see that malicious nodes can significantly degrade the performance of the baseline system. Even with 4 attackers (8% of total nodes), the packet drop ratio can be as high as 25%. Obviously, using the proposed mechanism to build and utilize trust records can greatly improve the performance. In particular, it takes more than 11 attackers (24% of total nodes) to cause 25% average packet drop ratio. In addition, the performances of probability-based and entropy-based models are similar. It is important to point out that the results shown in Figure 8 is for a very short simulation time, where the trust records are built based on very limited observation. Within such a short simulation time, the good nodes and bad nodes are not well separated on the 2D trust plots (similar as the upper-left plot in Figure 5), and malicious node detection mechanism is not activated yet. Even under this condition, the proposed scheme still shows performance gain in Figure 8, which is due to the route selection mechanism based on the proposed trust models.

VII. DISCUSSION

A. Attacks on Trust Evaluation

Since trust evaluation can effectively improve network performance and detect malicious entities, trust evaluation itself is an attractive target for attackers.

A well-known attack is bad-mouthing attack [28], that is, malicious parties providing dishonest recommendations to frame up good parties and/or boost trust values of malicious peers. The defense against the bad-mouthing attack has been considered in the design of the proposed trust evaluation system. First, the action trust and the recommendation trust records are maintained separately. Only the entities who have provided good recommendations previously can earn high recommendation trust. Second, according to the necessary conditions of trust propagation, only the recommendations from the entities with positive recommendation trust can propagate. Third, the fundamental axioms limit the recommendation power of the entities with low recommendation trust.

Trust evaluation may also be vulnerable to the Sybil attack and the newcomer attack. If a malicious node can create several faked IDs, the trust evaluation system suffers from the Sybil attack [29], [30]. Here, the faked IDs can share or even take the blame, which otherwise should be given to the malicious node. If a malicious node can easily register as a new user, the trust evaluation suffers from the newcomer attack [31]. Here, malicious nodes can easily remove their bad history by registering as a new user. The defense against the Sybil attack and newcomer attack does not rely on the design of trust evaluation system, but the authentication and access control mechanisms, which make registering a new ID or a faked ID difficult.

Besides these known attacks, a malicious node may also reduce the effectiveness of trust evaluation through other methods. For example, as illustrated in Section VI-A, coordinated malicious nodes can reduce good nodes’ recommendation trust by attacking only a subset of users and creating conflicting opinions among good nodes. While the focus of this paper is to lay the foundation of trust evaluation with meaningful trust metrics, we do not investigate all possible attacks in this paper.

B. Tradeoffs among Recommendation Effectiveness, Overhead, and Mobility

Recommendation mechanism is an important component in any trust evaluation systems. The effectiveness of recommendation is closely related with communication overhead and mobility.

In order to establish trust between A and X through trust propagation, there must exist other nodes who have previous interaction with X and recommendation trust relationship with A. In this section, we call A the requester, X the target, and the other nodes who are in the middle of trust propagation paths the recommenders. We also use \( P_{AX} \) to represent the probability that A can establish trust propagation paths to X.

When the TRR messages propagate further away from the requester, it is more likely to establish trust propagation paths between the requester and the target. Of course, this also means higher communication overhead. As discussed in Section V-A, we use the expiration time (TTL) and Max_transit to control how far the TRR messages can propagate from the requester. While the expiration time determines the overhead of broadcasting one TRR message, Max_transit determines the number of TRR messages generated from the initial request. In general, a longer expiration time and a larger Max_transit value lead to a higher \( P_{AX} \) value and larger overhead, and vice versa.

Mobility has three major impacts on trust evaluation systems in ad hoc networks.

First, at the beginning of trust evaluation when few interactions have taken place in the network, higher mobility requires higher overhead. Due to the usage of the expiration time and Max_transit, the requester tends to establish recommendation trust with nearby nodes. When the requester moves to a new neighborhood, it may not have recommendation trust with its new neighbors. Recommenders may also move further away from the requester. Therefore, with high mobility, if we would like to maintain the \( P_{AX} \) value at the beginning, a larger expiration time should be chosen to make the requester reach its trusted recommenders.

Second, after the trust evaluation system has been running for a long time, a mobile node has had opportunities to interact with many other nodes. Compared with a stationary node, a mobile node has a larger probability to interact with recommenders. In this case, the overhead of requesting recommendations for a node with high mobility can be reduced.

Third, high mobility can make the task of malicious node detection harder. The honest nodes can have high packet drop ratio when they move fast. Thus, when the malicious node detection criterion is the packet-forwarding trust, higher mobility can lead to higher false alarm rate when the detection rate is fixed.

VIII. CONCLUSION

In this paper, we present an information theoretic framework for trustworthiness evaluation in distributed networks. Four
axioms are developed to address the meaning of trust and establish trust relationships through third parties. Based on these axioms, the level of trustworthiness can be quantitatively determined based on observation and through propagation. Two models that govern concatenation and multipath propagation of trust are developed. The proposed framework is suitable for a variety of applications in distributed networks. In this work, we demonstrate the usage of the proposed trust evaluation methods in ad hoc network to assist malicious node detection and route selection. The simulation results demonstrate that the malicious nodes can be detected and the types of malicious behaviors can be identified. In addition, with the trust recommendations and trust records, the chances of malicious node being on the routes are greatly reduced. As a result, the reduction in the packet drop ratio is observed. As a summary, this work provides the theoretical bases of trustworthiness evaluation as well as addresses practical implementations when applying the theories in ad hoc networks.

IX. ACKNOWLEDGEMENT

This work was supported in part by the Army Research Office under Award No. DAAD19-01-1-0494 and by NSF ADVANCE program at the University of Rhode Island.

REFERENCES